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Overview: Denial of Service



Denial of Service: prevent users from accessing a service / server

• Typically, by deliberating causing network connection failures

Two common kinds of DoS approaches:

• Logic-based attacks: use misconfiguration/bugs to crash service

• Flooding (state-exhaustion): overwhelm victim’s resources (CPU, 
memory, network bandwidth, etc.)

Key Security Property: Availability



Need to overwhelm the victim’s resources, without:

1. Overwhelming yourself as well (DoS your own attack offline)

2. Providing easy mechanism to block/stop the attack

A few common strategies:

1. Distributed attacks via botnets

2. IP address spoofing + state asymmetry

3. Reflection & amplification

Successful Flooding Attacks



IP Address Spoofing: Benefits of Obfuscation

IP: 1.1.1.1 IP: 5.5.5.5

SRC: 1.1.1.1
DST: 5.5.5.5

SRC: 1.1.1.1
DST: 5.5.5.5

SRC: 1.1.1.1
DST: 5.5.5.5

SRC: 1.1.1.1
DST: 5.5.5.5

SRC: 1.1.1.1
DST: 5.5.5.5

Trivial to Defend: 
Block all packets from src = 1.1.1.1



IP Address Spoofing: Benefits of Obfuscation

IP: 1.1.1.1 IP: 5.5.5.5

SRC: 1.1.1.1
DST: 5.5.5.5

SRC: 1.1.1.1
DST: 5.5.5.5

SRC: 1.2.3.4
DST: 5.5.5.5SRC: 5.3.0.1

DST: 5.5.5.5SRC: 4.2.9.8
DST: 5.5.5.5

Spoof random src IP addresses: hard to block & attack 
still works (don’t need/want any response in DoS)





Who are the authors?

Why are they writing this paper?

What style of paper is this?

Historical & Meta Context



The Problem: Measure the prevalence of DoS attacks

Why is this problem unsolved / technically challenging?

• How do you find victims / evidence of attacks?

• Hard to get data even if you know about an attack (e.g., private/sensitive)

• Limited visibility into global characteristics

The Problem & Motivation



• Networking protocols 
dictate how machines 
should respond when 
receiving certain packets

• Many kinds of attack 
packets cause the victim to 
send response packets

• Only makes sense to 
receive response packets if 
you prev sent specific 
packet (i.e., no unsolicited 
responses)

Background: Many Packets Solicit Recipient Response



IP: 1.1.1.1 IP: 5.5.5.5

SRC: 1.1.1.1
DST: 5.5.5.5

SRC: 1.1.1.1
DST: 5.5.5.5

SRC: 1.2.3.4
DST: 5.5.5.5SRC: 5.3.0.1

DST: 5.5.5.5SRC: 4.2.9.8
DST: 5.5.5.5

For (non-reflection) flooding attacks, attackers 
often spoof src IP addresses to prevent easy blocking

Recall: Attackers Spoof src IP addresses



IP: 1.1.1.1
IP: 5.5.5.5

SRC: 1.1.1.1
DST: 5.5.5.5
SRC: 9.1.7.1
DST: 5.5.5.5

SRC: 1.2.3.4
DST: 5.5.5.5SRC: 5.3.0.1

DST: 5.5.5.5SRC: 4.2.9.8
DST: 5.5.5.5

Insight #1: Most attack packets trigger a reply packets -> 
victim will send replies to the spoofed src addresses (backscatter)

Key Idea: Backscatter Inference

SRC: 5.5.5.5
DST: 1.2.3.4

SRC: 5.5.5.5
DST: 5.3.0.1

SRC: 5.5.5.5
DST: 4.2.9.8



IP: 1.1.1.1
IP: 5.5.5.5

SRC: 1.1.1.1
DST: 5.5.5.5
SRC: 9.1.7.1
DST: 5.5.5.5

SRC: 1.2.3.4
DST: 5.5.5.5SRC: 5.3.0.1

DST: 5.5.5.5SRC: 4.2.9.8
DST: 5.5.5.5

Insight #2: Since most DoS programs select src IP addr at random, any host 
on the Internet has an equi-probability of getting backscatter packets

Key Idea: Backscatter Inference

SRC: 5.5.5.5
DST: 1.2.3.4

SRC: 5.5.5.5
DST: 5.3.0.1

SRC: 5.5.5.5
DST: 4.2.9.8



Key Idea: Backscatter Inference

The approach: monitor 
inbound traffic to a large 
set of IP addresses: will see 
backscatter packets from 
real-time DoS attacks w/ 
high probability



Key Idea: Backscatter Inference

Assuming attackers randomly spoof the src IP addr of attack packets:

Probability of one host seeing a given backscatter packet = 1 / 232

• Total # of IPv4 addresses: 232 

Expected # of backscatter packets, for M-packet attack: M / 232

• If we monitor N hosts: (N * M) / 232



Measurement Setup

Monitor all incoming traffic to a 
“/8” darknet 
• i.e., 1 / 256 of entire IPv4 

address space
• 3 week data collection
• Darknet = dormant IP address 

space (no active hosts) : should 
not receive any traffic



How do we know which backscatter packets belong to a single “attack”?

Two methods

Event-based: per victim IP, fixed time window:

    Windows = 1-minute periods

    Event occurs if victim emits 10+ backscatter packets/window

Flow-based: per victim IP, continues until 5-minute inactivity

       Requires: 100+ packets, 60+ seconds, > 1 monitored addr.

Data Analysis Methods



• 12,805 attacks (flow-based) 

• 200M backscatter packets

• Over 5k distinct victim IP addresses (resolving to over 2k domains)
• Heuristics from domain names: 10-15% of victims home users

Measurement Results: Attack & Victim Characteristics

Primarily TCP-based flooding attacks
No obvious port (service-indicator)



Measurement Results: Attack Duration



What are the key assumptions for the backscatter inference to work?

Evaluation: Validating Assumptions



What are the key assumptions for the backscatter inference to work?

1. Address Uniformity: spoofed src IP’s chosen at random

2. Reliable Delivery: packets not dropped/slowed in delivery

3. Backscatter Hypothesis: unsolicited packets received by monitors 
are backscatter and not something else

Evaluation: Validating Assumptions



How are these assumptions validated?

1. Address Uniformity: spoofed src IP’s chosen at random

2. Reliable Delivery: packets not dropped/slowed in delivery

3. Backscatter Hypothesis: unsolicited packets are DoS backscatter

Evaluation: Validating Assumptions



How are these assumptions validated?

1. Address Uniformity: spoofed src IP’s chosen at random
• Looked at DoS software/code, A2 stats testing within own data

2. Reliable Delivery: packets not dropped/slowed in delivery
• Not validated; instead, logical argument: leads to underestimation

3. Backscatter Hypothesis: unsolicited packets are DoS backscatter
• 80-90% of backscatter packets do not elicit reply (not probing/scanning)
• Validate with external data/IP address space (98% victim IP overlap)

Evaluation: Validating Assumptions



• Thoughts on core idea & validity today?

• How do you think DoS attacks / measurement results might 
differ?

• Unexplored characteristics / measurement results?

• What are some defenses against DoS attacks?

Additional Discussion





Who are the authors?

Why are they writing this paper?

What style of paper is this?

Historical & Meta Context



Background

• Mirai: Worm-Malware family used to create large botnet that launched 
massive DDoS attacks

• Internet of Things (IoT): sea of  cyber-physical objects (sensors/hardware 
in physical objects) that can connect/transmit data
• “Smart objects” : TVs, thermostats, fridges, etc.
• Wearable devices: smart watches, jewelry, clothing, etc.
• Notoriously poor security practices

• Goal of paper: characterize technical aspects & history of Mirai botnet, and 
its implications for IoT security going forward.



Background: Mirai Lifecycle

• Tries to connect to random IP 
addresses w/ telnet or SSH & 
10 default user/pwd’s 

• If successful, report victim IP 
address & login creds

• Infect device with Mirai malware 
& evasion + persistence

• Listen for remote (C2) commands 
and execute commands (e.g., 
DDoS)

• Process repeats on all new/old 
infected devices



Data & Methodology

Source code of Mirai malware + Many different datasets



Results: Scale & Growth

Rapid growth: 
20hrs after first 
scan & brute 
forcing, Mirai goes 
from 1 -> 64,500 
infected devices 
(IP addresses)

Within 1 mon: 
200k-300k infected 
machines 



Results: Is anecdotal claim about Mirai = IoT focus true?

Anecdotal claims prior to paper that Mirai is IoT focused botnet

• How would we validate this claim?



Results: Is anecdotal claim about Mirai = IoT focus true?

• Manual analysis to 
match brute-force 
password dictionaries 
(from malware source 
code) to default device 
credentials

• Analyze active scan 
(Censys) data of 
infected devices to 
determine device type



Results: Ownership / Attribution

• Mirai’s source code is publicly released on Sep 2016: allows for 
anyone to modify & deploy their own variants



Results: Ownership / Attribution

How can we infer which Mirai-infected devices belong to different 
cybercrime groups (or at least use different variants of the malware)?



Results: Ownership / Attribution

How can we infer which Mirai-infected devices belong to different 
cybercrime groups (or at least use different variants of the malware)?

• Cluster based on C2 infrastructure

• Cluster based on malware behavior (binaries from honeypots / VT)

• Cluster based on scanning/brute force behavior (password dictionary)



Results: Attack Victims



Results: Attack Capability & Impact

• One of largest DoS attacks by 
volume

• Prominent targets: Krebs on 
Security, Dyn (DNS provider: 
Amazon, Netflix, Github, etc.)
• Broke load-distribution 

protection (Akami)

• Dyn collateral for gaming 
DDoS: risks of centralization 
& shared infra?



Implications & Recommendations for Future

• Security hardening: basic software/networking/application practices

• Automatic updating & patching
• Incentives & End-of-life concerns?

• Vulnerability notification
• Challenges?

• Network-level device identification
• Risks?



Read & Respond to Applied Crypto (SSL/TLS) Papers

Paper Presenter / Lead Signups: Posted on Canvas at 5:00pm

• Presentations start next class

• Click Trajectories & Backscatter good examples (less fancy + fewer details fine)

• 20min content and additional 10min discussion 
• Describe problem (research questions) + technical background from paper
• Key methodology (dataset/collection and/or new technique/system)
• Evaluation / analysis procedure
• Key results (takeaways or evaluation performance)
• Limitations / future work

Next Class
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