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Logistics

- Assignment 2 grades released

- Regrades open until next Friday (May 2) at noon

- Assignment 4 released tomorrow
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Certificate Transparency (CT):

How do we find rogue certs?

Scenario: Attackers compromise a CA 
and create rogue certs for 
google.com that have

(1) attacker’s public keys and 
(2) valid CA signature

How does Google or the CA discover 
these rogue certs were issued or in use?

Cert Transparency: 
• Require all cert’s added to public 

audit logs
• Domains & CA’s can check audit logs 

for rogue certs & revoke them



Certificate Transparency (CT)

Simplified strategy to find certificates we should revoke:

• An auditor maintains a list (log) of every certificate ever issued

• Whenever a CA issues a cert, they submit (add) cert to this log

• Clients only accept a server’s cert if it appears on the log

• Each server (domain) can now monitor the logs to see if anyone 
(and who) issued a rogue certificate for them

– If so, add the rogue cert to revocation lists

– If CA has pattern of issuing rogue cert’s, ban them



Certificate Transparency (CT)

(PK*,SK*)

google.com

PK

Cert + SCT

Cert

cert1

cert2

cert3

…

• CT Log server maintains a list of

all certs issued by CA(s).

• Clients only accept certs if server also 

has valid SCT’s for certs

• “Monitors” check for improper certs; 

help domains & CA(s) find bad cert’s

• In practice: multiple CT log servers

SCT: 

Signed 

Proof that 

cert was 

logged

CA

CT Log 

server

Cert + SCT

Hello

(PK, Cert, SCT)



Challenges with CT

• List is huuuuge (every issued cert… solution: temporal sharding)

• Trust the CT Log?

• (Monitors) Who checks the logs?

• Privacy (e.g., enterprise has private servers)?

CT Log Server

cert1

cert2

cert3

…



Cert Transparency & OCSP

(https://certificate.transparency.dev/howctworks/)

How do CT and OCSP compare?

• OCSP: Allows clients to 

determine if a cert is valid

• CT: Allows domains (cert owners) 

and CA’s to find malicious cert’s
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TLS: Transport Layer Security Protocol

Application (HTTP)

Transport (TCP)

Network (IP)

Data Link (Ethernet)

Physical (802.11)

TLS

• Goal: Allow any application using TCP to transmit data with E2E security

• TLS takes requests from applications (e.g. browser speaking HTTP) and transmits 

them securely to another host on the Internet

From: 89:8d:...:24
To: d5:a9:...:80

From: 1.2.3.4
To: 5.6.7.8

From: Port 1234
To: Port 80

HTTPS:
Pwd=…

From: 89:8d:...:24
To: d5:a9:...:80

From: 1.2.3.4
To: 5.6.7.8

From: Port 1234
To: Port 80

HTTPS:
Pwd=…



1993

SSL v1.0

1995

SSL v2.0

1996

SSL v3.0

1999

TLS v1.0

2006

TLS v1.1

2008

TLS v1.2

August 2018

TLS v1.3

History: SSL/TLS

• SSL = “Secure Sockets Layer”

• TLS = “Transport Layer Security” (renaming of SSL)



TLS Adoption (HTTPS)

(Source: transparencyreport.google.com, via Matt Green)

http://transparencyreport.google.com/


Remains largely effective & best general-purpose defense 
against network attackers!



TLS Protocol: Very Similar to Our Template

KeygenPK,SK

Pick random
key K K

K

K←Dec(SK,C)

AES-GCM(K,Mi)

C = Enc(PK, K)

Alice
Bob

cert=[PK,"Bob",σ]

Verify Integrity & Keys

(MAC(K, Dialogue))

Hello [Protocols & Init]

• Is cert for Bob?
• Is cert in CT logs and 

has it been revoked?
• Does the certificate chain 

have valid signatures?
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Denial of Service (DoS) Attacks

Internet
Servers
128.91.0.*

66.66.0.11

I wanna knock 
those servers 

offline… but how?

• Goal: Prevent users from being able to access a target: specific 
computer, service, or piece of data (Disrupt Availability)

• Threat Model: Active attacker who can freely send packets to target



Attacker Motivations for DoS

• Showing off / entertainment / ego

• Competitive advantage

– Maybe commercial, maybe just to win

• Vendetta / denial-of-money

• Extortion

• Impair defenses

• Political statements / manipulation

• Warfare







 







Denial of Service (DoS): Availability

Two main DoS Strategies:

1. Exploit program flaws (e.g., bug that crashes the target)

2. Exhaust the target’s resources (CPU, memory, bandwidth, etc.)

Often very easy to perform… but difficult to mitigate  

DoS from program flaws = fairly straightforward

– Most attacks we’ll discuss focus on resource exhaustion



DoS Attack Parameters

• Asymmetric Attack:

– Attacker either generates a much larger cost at the target, 

or has much more resources (e.g., bandwidth) than the target

• What kind of packets does the attacker send to the victim?

– Minimize effort and risk of detection for attacker

– While also maximizing damage to the target



TCP SYN Flooding

Client Server Server stores state during TCP handshake:

• Allocates memory to validate that client’s 

ACK number is correct

Attack: Flood the target with SYN packets

• Exhausts available memory for target: 

no more connections

• Asymmetry: Easy to Spoof many SYN 

packets & attacker doesn’t need state



TCP SYN Flooding



SYN Flooding Defenses

• Core Problem: Server commits resources without confirming 

client’s identity or requiring them to commit resources

• Defense Approach #1: Overprovision

– Have lots of servers with lots of memory

– Drawbacks: expensive + target server might not be able to acquire 

sufficient resources vs. motivated attacker 



SYN Flooding Defenses

• Approach #2: Detect & Filter

– Server can try to identify packets that are SYN Flooding & ignore them

– Drawbacks: hard to identify them 

• Only have src IP address in packets

• But the attacker can spoof these src IP addresses!

• Approach #3: Change the ACK validation so the server doesn’t 

have to store state!

– Practical Defense: SYN cookies



Practical Defense: SYN Cookies

Client (initiator) Server

• Server: when SYN arrives, encode critical state entirely within 
SYN-ACK’s sequence # y !

– y = encoding of necessary state, using server secret

• When ACK of SYN-ACK arrives, server only creates state if value 
of y from it agrees w/ secret

Server only creates 

state here if y validates

Do not create

state here

Instead, encode it here



Practical Defense: SYN Cookies

Client (initiator) Server

• Server: when SYN arrives, encode critical state entirely within 
SYN-ACK’s sequence # y !

– y = encoding of necessary state, using server secret

• When ACK of SYN-ACK arrives, server only creates state if value 
of y from it agrees w/ secret

Server only creates 

state here if y validates

Do not create

state here

Instead, encode it here

cookie y (server’s SYN seq #) = <t, m, S>
        t = 5-bit timestamp that advances every 64 seconds
        m = 3 bits for encoding TCP options
        S = bottom 24 bits of hash(4-tuple, t, server secret)



Reflection & Amplification Attacks

SYN Flooding: exhaust memory of server

Network DoS: exhaust network bandwidth of server / client

• Amplification Attacks: Exploit asymmetry in protocols, 

where a network request packet generates much greater 

response traffic

• Reflection Attacks: Use third-party machines (not controlled 

by attacker) to flood the target

• Amplification + Reflection often used together



Ping (ICMP) Protocol

• Essential, low-level network utility (status/liveliness check)

• Sends a “ping” ICMP message to a host on the internet
 $ ping 66.66.0.255

 PING 66.66.0.255 (66.66.0.255) 56(84) bytes of data.

 64 bytes from 66.66.0.255: icmp_seq=1 ttl=58 time=41.2 ms

• Destination host is supposed to respond with a “pong” indicating 

that it can receive packets

• By default, ping messages are 56 bytes long (+ some header bytes)



The Smurf Attack: ICMP Flooding

Internet

Target Server 
IP = 1.2.3.4

Attacker
IP = 6.6.6.6

10.7.0.0 10.7.0.1 10.7.0.253 10.7.0.254

…

PING Request
Src: 1.2.3.4

Dst: 10.7.0.255

• *.*.*.255 is a broadcast packet
• Forwarded to all hosts in the /24

• Abuses broadcasting to generate 
many responses for 1 request

• Attacker spoofs src IP = target



Why Does Smurfing Work?

1. Internet Control Message Protocol (ICMP) does not include 

authentication

– Receivers accept messages without verifying the source

– Enables attackers to spoof the src IP addr of messages

2. Attacker benefits from an amplification factor

𝑎𝑚𝑝 𝑓𝑎𝑐𝑡𝑜𝑟 =
𝑡𝑜𝑡𝑎𝑙 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑠𝑖𝑧𝑒

𝑟𝑒𝑞𝑢𝑒𝑠𝑡 𝑠𝑖𝑧𝑒



UDP Amplification & Reflection

• Some protocols / commands generate 
large responses for a single (small) 
request

– DNS: Query type “ANY” returns all records 
server has about a domain 

– NTP: MONLIST returns list of last 600 
clients who asked for the time recently

• Attack: Spoof requests from target 
machine’s src IP address to other 
services

– Typically use UDP-based protocols: Why?

Attacker
DNS Name 

Server
Victim

Request
From: Victim, 

To: Server

RESPONSE
From: Server,

 To: Victim



Image: Cloudflare

DNS Reflection (+ Amplification) Attack

Spoof DNS requests from victim src IP addr to many open DNS resolvers

• Open resolvers accept requests from any client, e.g. 8.8.8.8, 8.8.4.4, 1.1.1.1, 1.0.0.1

• February 2014 – 25 million open DNS resolvers on the internet

Requests
src: Victim IP,

dst: open resolver 



Preventing Spoofing: Ingress & Egress Filtering

• Networks know which IP addresses belong to them and
• ISPs/ASNs know which IP addresses they’ve given to sub-networks 



Internet Server
128.91.0.166.66.0.11

10 
Mbps

1 Mbps1 Mbps 10 
Mbps

Attacker controls many, many machines and uses them 
directly to overwhelm target

• Don’t even need to spoof or rely on UDP protocols

• Some DDoS fueled by volunteers (e.g. Anonymous)

• Most DDoS is fueled by botnets (e.g., Mirari)

Distributed Denial of Service (DDoS) Attacks



October 21, 2016



Krebs Graph

Source: 2017 Akamai State of the Internet

“The magnitude of the attacks seen during the final week were significantly larger than the 
majority of attacks Akamai sees on a regular basis. […] In fact, while the attack on September 20 
was the largest attack ever mitigated by Akamai, the attack on September 22 would have qualified 
for the record at any other time, peaking at 555 Gbps.”



Image: Verisign

“We are still working on analyzing the data but the estimate at the time of this 
report is up to 100,000 malicious endpoints. […] There have been some reports 
of a magnitude in the 1.2 Tbps range; at this time we are unable to verify that 
claim.”



A Botnet of IoT Devices (Mirai)

OVH/Dyn/Krebs
Bot Master

GRE

HTTP

TLS

≈ 200K Hosts

200K IoT devices

Not Amplification.

Flood with SYN, ACK, UDP, and GRE packets



Password Guessing



Infamous DDoS Attacks

When Against Who Size How

March 2013 Spamhaus 120 Gbps Botnet + DNS reflection

February 2014 Cloudflare 400 Gbps Botnet + NTP reflection

September 2016 Krebs 620 Gbps Mirai

October 2016 Dyn (major DNS provider) 1.2 Tbps Mirai

March 2018 Github 1.35 Tbps Botnet + memcached reflection



Content Delivery Networks (CDNs)

• CDNs help companies scale-up their websites

– Cache customer content on many replica servers

– Users access the website via the replicas

• Examples: Akamai, Cloudflare, Rackspace, Amazon Cloudfront, etc.

• Side-benefit: DDoS protection

– CDNs have many servers, and a huge amount of bandwidth

– Difficult to knock all the replicas offline

– Difficult to saturate all available bandwidth

– No direct access to the master server

• Cloudflare: 15 Tbps of bandwidth over 149 data centers



Master

Website content and 
database is here

Content is 
cached in the 

replicas

• Users requests all go 
through the replicas

• Most served from cache

Content Delivery Networks (CDNs)



Master

• What if you DDoS the master 
replica?

• Cached copies in the CDN 
still available

• Easy to do ingress filtering  
at the master

• What if you DDoS the replicas?

• Difficult to kill them all

• Dynamic DNS can redirect 
users to live replicas

DDoS Defense via CDNs



Google Project Shield

• DDoS Attacks are often used to censor content. In the case 

of Mirai, Brian Kreb’s blog was under attack.

• Google Project shield uses Google bandwidth to shield 

vulnerable websites (e.g., news, blogs, human rights orgs)
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Network Scanning

• Goals: Identify information about hosts on a network

– Which IP addresses have assigned machines?

– What services do those machines offer (SSH, HTTP, DNS, etc.)?

– Is there a machine with known vulnerabilities at a particular IP 

address?

• Useful technique for both attackers & defenders



Network Scanning Tools: Traceroute

• ping (ICMP): check if host is responsive

• traceroute — hops between me and host

– Sends repeated ICMP reqs w/ increasing TTL



Port Scanning

• What services are running on a server? Nmap

• 5 seconds to scan a single machine!!



SYN Scanning

Send only a SYN : only needs application to run TCP

Responses:

• SYN-ACK — port open

• RST — port closed

• Nothing — filtered (e.g., firewall)
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Firewalls

● How do you protect a set of systems against external attack?

○ Example: A company network with many servers and employee computers

● Observation: More network services = more risk

○ Each available service creates more opportunities for vulnerabilities

○ Turning off all network services is often infeasible (printing, SSH, etc.)

● Observation: More networked machines = more risk

○ What if you have to secure hundreds of systems?

○ What if the systems have different hardware, operating systems, and users?

○ What if there are some systems in the network that you aren’t aware of?

● Instead of securing individual machines, we want to secure the entire network!



Firewalls and Security Policies

● Idea: Create single point of access in & out of network (chokepoint), with a monitor

○ “Ensure complete mediation”

○ Any traffic that could affect vulnerable systems must pass through the firewall

● Network access is controlled by a policy (based on threat model)

○ Defines what traffic is allowed to exit the network (outbound policy)

○ Defines what traffic is allowed to enter the network (inbound policy)

○ Traditional threat model: assume machines “inside” the network are trusted, 
and those outside are not

Internet Firewall
Internal 
Network



Firewalls and Security Policies

● What’s the policy of a standard home network?

○ Outbound policy: Allow outbound traffic

■ Users inside the network can connect to any service

○ Inbound policy: Only some traffic is able to enter the network

■ Allow inbound traffic in response an outbound connection

■ Allow inbound traffic to certain, trusted services (e.g. SSH)

■ Deny all other inbound traffic

Internet Firewall
Internal 
Network
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