
Feeling Fireworks: An Inclusive 
Tactile Firework Display 

Dorothea Reusser 
Disney Research and ETH Zurich 
dorothea.reusser@gmail.com 

Roland Siegwart 
ETH Zurich 

rsiegwart@ethz.ch 

ABSTRACT 

This paper presents a novel design for a large-scale interac-
tive tactile display. Fast dynamic tactile efects are created at 
high spatial resolution on a fexible screen, using directable 
nozzles that spray water jets onto the rear of the screen. 
The screen further has back-projected visual content and 
touch interaction. The technology is demonstrated in Feel-
ing Fireworks, a tactile frework show. The goal is to make 
freworks more inclusive for the Blind and Low-Vision (BLV) 
community. 

A BLV focus group provided input during the development 
process, and a user study with BLV users showed that Feel-
ing Fireworks is an enjoyable and meaningful experience. A 
user study with sighted users showed that users could accu-
rately label the correspondence between the designed tactile 
frework efects and corresponding visual freworks. Beyond 
the Feeling Fireworks application, this is a novel approach 
for scalable tactile displays with potential for broader use. 

CCS CONCEPTS 

• Human-centered computing → Accessibility technolo-
gies; Haptic devices; • Hardware → Haptic devices; 
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1 INTRODUCTION 

Fireworks are a visual experience enjoyed throughout the 
world, being used to mark special events of the year and 
also as central feature in the night-time entertainment of the 
Disney theme parks. To provide more inclusivity for Blind 
and Low-Vision (BLV) users, we have made a large-scale tac-
tile display to render tactile freworks that are analogous to 
visual frework efects in the sky. Inclusive and assistive tech-
nology often has a functional goal, but this work difers in 
its aesthetic intent. We envisage it as an installation at a fre-
work show in which the tactile efects and visual freworks 
are synchronised, in order to attract all crowd members, both 
BLV and sighted, in a shared experience of Feeling Fireworks. 
Tactile freworks are an interesting and challenging sce-

nario to study from a haptic interaction design viewpoint, 
and a stepping stone towards broader applications. For a 
cross-modal frework experience, the tactile efects should 
convey a similar experience to the freworks in the sky. This 
is not possible with existing haptic screens, and our work is 
an attack on the problem. 
To create an analogous experience to visual freworks, 

tactile freworks should be dynamic and fast-moving, and ex-
tend spatially across the screen. However, most existing sys-
tems for tactile stimulation present content which is either 
(a) temporally static or (b) at a single location. Temporally-
static content—e.g. tactile relief maps [46]—is analogous to 
a static visual image, and afords interactions using active 
touch where users move their hands and explore the tactile 
content. In contrast, single-location content with temporal 
dynamics (vibrotactile stimulation)—e.g., the Haptuator [45], 
smartphones, and wearable devices—is more analogous to 
audio, and lends itself to passive touch interactions where 
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Figure 1: Feeling Fireworks is a large-scale tactile display 
which generates a tactile frework show, providing an extra 
dimension for Blind and Low-Vision (BLV) users, in the con-
text of an enjoyable experience that can be shared by BLV 
and sighted users. 

the user is static and perceives the tactile content. The tac-
tile frework experience combines the spatial and temporal 
dimensions and can be considered analogous to tactile video, 
supporting both active and passive touch interaction. 
Feeling Fireworks was informed by working with a BLV 

focus group, including representatives from a national BLV 
association, throughout the development process. A user 
study with BLV users demonstrates that the BLV commu-
nity perceive the system as an enjoyable and meaningful 
frework experience, while a user study with sighted users 
demonstrated that the tactile efects meaningfully represent 
their corresponding visual efects. 
The system consists of a vertical tactile screen of size 

90×90 cm, as shown in Fig. 1. The concept is that the view 
of the sky in a frework show is mapped to screen space—for 
example rockets launch from the base of the screen and ex-
plode at the screen center. Tactile efects are achieved using 
a novel approach in which water jets are sprayed onto the 
rear of the fexible screen and a user senses the impact on the 
front surface, as illustrated in Fig. 2. The water nozzles are 
mounted on pan-tilt units in order to render tactile motion, 
including freworks that move smoothly across the screen, 
without a need for a large number of actuators. Diferent noz-
zles are used to create diferent sensations. Feeling Fireworks 
utilises back-projection on the tactile screen to show visual 

Figure 2: A set of pan-tilt nozzles direct water jets at the rear 
surface of a fexible screen, to generate tactile efects on the 
front surface. 

freworks, and to show a GUI that is activated by screen 
fnger presses, for use by low-vision and sighted users. 

Motivation. This work was originally motivated by the idea 
that one could improve accessibility for BLV users at a fre-
work show. This led to the technical concept of a fexible 
screen with rear placement of water jets to provide a large 
tactile feld at achievable cost. Early stage discussions with 
a BLV Focus Group then led to key usability features, such 
as the use of rear-projection for low vision users, and tactile 
home points for BLV users. 

Contributions. This paper presents a novel approach for a 
large haptic screen with the following properties: dynamic, 
high-resolution, scalable and cost-efective. This includes 
a novel nozzle design for a radially-expanding spray as a 
valuable tactile efect. The user studies demonstrate that 
the tactile freworks are efective, being meaningful analogs 
of visual freworks and providing an enjoyable experience 
for all. Finally, there is a contribution in our investigation 
of tactile video, along with active-touch and passive-touch 
modes of interaction, with value for other areas of haptic 
interaction design. 

2 RELATED WORK 

The application requirements are a tactile screen with efects 
that are sufciently dynamic and high spatial resolution 
to represent visual freworks. To enable a shared experi-
ence, the screen should be cost-efectively scalable to one or 
more users. Related technologies like inFORM [11] and Table-
Hop [39] are not applicable to this problem because they do 
not scale with high spatial resolution in a cost-efective way. 
TeslaTouch [3] has been studied for low-vision users [56]— 
however it may not provide sufcient spatial resolution and 
tactile gamut for compelling frework efects and cannot 
be explored with two hands. The Tactile Brush [24] and 
ultrasound haptics [35] are not suited to our screen-based 
interaction. 
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Tactile fireworks 
Fireworks are an aesthetic and entertaining experience, and 
their tactile representation is not confned to conveying in-
formation but relates to the area of afective haptic stimu-
lation [31, 48]. Directly related to our goal at least in spirit, 
although not approach, is the work of VocalEye [10] in which 
a sighted person hand-draws tactile freworks on a blind per-
son’s back. 

Haptic technology for BLV users 
Rendering text: The Optacon [15] is an early example of a 
technology that used a camera to capture text, and an array 
of piezoelectric actuators to render it. Refreshable Braille 
displays [22] represent current technology for symbolically 
rendering text, although with relatively low adoption rates 
in the BLV community. 

Rendering static graphical content: Work on static tactile sur-
faces includes tactile graphics [18] and tactile maps [16, 46]. 
Static tactile surfaces are augmented with a computer vi-
sion system in the work of Shi et al. [41] to determine the 
current focus of interest of the user and thereby activate 
supplementary audio information. 

Rendering dynamic graphical content: A number of refresh-
able Braille displays have been developed, that feature an 
array with a large number of actuated pins that can be used 
both to render Braille text and also to reproduce graphical 
content [5, 7, 17, 23, 57]. The BrailleDis [51] combines an 
actuated pin display with multitouch input for interactiv-
ity. Recently, Bornschein et al. [4] combined a BrailleDis 
refreshable Braille display with four diferent input meth-
ods including gesture-based input and freehand drawing, 
to create a tool that allows BLV users to efciently create 
appealing images. However, for large screens with high spa-
tial resolution these technologies would require a very large 
number of pins, causing high complexity and cost. 
LineSpace [44] is a screen on which lines of plastic are 

interactively extruded on the surface to provide information 
requested by a user. The system can also remove lines, allow-
ing for the drawing to be refreshed. Kim et al. [28] present 
tactile ‘movable pictures’ which provide children a way to 
manually explore and change the state of a modular object to 
understand concepts like up and down. Twyman et al. [50] 
describe the augmentation of wearable technology, such as 
smartwatches, with haptic content using a T-PaD. 

Methods for tactile stimulation 

The problem of presenting users with haptic content as they 
explore and interact with a device has been tackled in a 
number of diferent ways. With the advent of touch screens, 
much work has studied how these can be augmented with 

tactile content. Harrison et al. [21] present a touchscreen 
with buttons that can be raised from the surface of the screen 
as required, using pneumatic actuation. Devices have also 
been created that can produce arbitrary tactile content: the 
T-PaD [55] modulates the friction between a touchscreen 
and the user’s fnger, and Rekik et al. [38] use ultrasonic 
vibrations to produce vibrotactile feedback on a touchscreen 
based on the fnger location. The BubbleWrap [2] instead 
uses an array of vibrotactile actuators below the screen. 
Another approach to creating haptic screens is to use an 

array of actuated pins that can be moved to approximate 
adaptive and dynamic surfaces. Examples of this approach 
include large-scale shape displays [11, 12, 20, 25] and also 
smaller-scale displays with braille-like dots and faster update 
rates [27, 33, 57]. However, the number of actuated pins 
quickly becomes very large for large displays or high spatial 
resolution, and the cost and complexity grows accordingly. 

Novel actuation methods for haptic stimulation have also 
been explored, including ultrasound [6], magnets [49], jam-
ming [13], electroactive polymers [30], shape-memory al-
loys [31], magnetorheological fuids [26] and also electrical 
sparks [43]. Such novel actuators could allow for large-scale 
low-cost screens, but further research in this area is required. 
Haptic feedback can also be generated using wearable 

devices, allowing users to move freely in space. Pacchierotti 
et al. [37] present a recent review. This can enable users to 
interact with virtual objects [40]. For our purposes, however, 
we were interested in the afordance ofered by a large-scale 
tactile screen. 

Shuai et al. [42] use water jets for tactile stimulation, with 
6 fxed small water jets that are directed at a static fngertip. 
They use hot and cold water to create diferent sensations, 
and report that the resulting sensations are ‘natural and 
comfortable’. However, the approach taken by Shuai does 
not readily scale up to large screens as a large number of jets 
and valves would be required. 

3 SYSTEM DESIGN 

The system is housed in an upright frame with the exception 
of the controlling laptop which sits outside, and it runs of a 
single power cord. See Fig. 3. The fexible screen is backed 
by fve pan-tilt nozzles that deliver water jets, with diferent 
nozzles to generate diferent tactile efects on the screen 
surface. A projector is used to back-project visual content on 
the screen, and the screen is also interactive, using a Kinect 
to detect screen fnger presses. 

Frame and screen: The frame is built from modular aluminium 
profles for portability and assembly/disassembly. The screen 
is 90×90 cm and is made from chlorinated latex (the same ma-
terial as medical gloves) attached tautly to the frame. Difer-
ent sheet thicknesses were investigated—thicker sheets are 

CHI 2019 Paper  CHI 2019, May 4–9, 2019, Glasgow, Scotland, UK

Paper 429 Page 3



Projector

Kinect

Nozzles

Valves

Pump

Control
box

Flexible
screen

Reservoir

Figure 3: Schematic of the system. For clarity, only one noz-
zle is shown. 

more robust but attenuate high-frequency tactile content— 
and a 0.35 mm thickness was chosen as a suitable trade-of 
between robustness and attenuation. A thin layer of silicone 
oil is applied to the front of the screen for smooth feel. 

Tactile home points: To aid user orientation, the screen has a 
raised design located at bottom center, and a raised ellipse 
at the screen center. The lower home point defnes the start 
point for freworks that are fring upwards, and the ellipse 
provides guidance for tactile efects in the sky. 

Pan-tilt nozzles: There are fve nozzles, three for rockets, one 
for an expanding fower efect, and one for a crackling cloud 
efect. Each nozzle is mounted on a pan-tilt unit driven by 
two standard servo motors. Silicone rubber boots are used 
to protect the servo motors from water spray. Inverse kine-
matics between the pan-tilt unit and the targeted screen 
position is done with a look-up table, obtained in a manual 
calibration procedure. Calibration is a one-time operation, 
and re-calibration does not need to be done after disassem-
bly/reassembly. The calibration maps nozzle pan and tilt to 
screen location, and is done on a per-nozzle basis, so this 
accounts for efects of gravity on the water jet. 

Closed water cycle: Water is pumped from an eight-litre reser-
voir at the base of the screen. The pump is a Levitronix BPS-
600, chosen because it is a near-silent medical product. The 
water strikes the screen and falls into the reservoir for re-use. 
Each nozzle is controlled by a solenoid valve, allowing for in-
dividual nozzles to be turned on and of in any combination. 
The pump speed is variable which allows tuning for tactile 
efects with diferent pressures. The pump is not damaged 

when all nozzles are turned of and there is no fow—this en-
ables sharp of-on transitions for, e.g., tactile explosions, by 
leaving the pump running and using the valves for switching. 

Electronics and control: The system is controlled by a laptop 
plus Arduino Mega. The laptop is (a) connected to the Ar-
duino, (b) controls the projector and backprojected content, 
and (c) controls the Kinect plus interaction with screen fnger 
presses. The Arduino controls the pump, the nozzle valves, 
and the pan-tilt of the nozzles. The projector and Kinect are 
elevated and shielded from water contact. All remaining elec-
tronics apart from the laptop are in a waterproof box. The 
projector is a wide-angle Mitsubishi WD500U-ST. Animated 
freworks for projection are generated using FWSim [14]. 
A Kinect at the rear of the screen is used to detect screen 
fnger presses as described in Kingsley et al. [29], to select 
between diferent frework efects. Individual freworks can 
be selected via a projected GUI on the screen, or by a physical 
button box with Braille and text labels and 5 large buttons, 
suitable for use by BLV users. The Kinect requires the user 
to press ∼5 cm into the screen. Both using the button box 
and the GUI, there is a delay of 2 s before the start of the 
frework, allowing the user to position their hands on the 
screen. 

4 NOZZLE DESIGN 

The key design elements available for creating varied tactile 
efects are: 

• Custom nozzles and/or spray patterns 
• Use of pan-tilt nozzles to position and move tactile 
efects on the screen 

• Use of pan-tilt to impart a high-frequency jitter to 
a nozzle, to produce high-frequency droplets on the 
screen 

• A novel nozzle design in which a nozzle membrane de-
forms under varying pressure, allowing spray pattern 
to be controlled by pump pressure—this was used to 
produce a dynamic radially-expanding spray pattern 

The remainder of this section describes how these ele-
ments are used in the design of three tactile freworks, shown 
in Fig. 4. 

Rocket efect 
The tactile efect for a rocket is produced using a standard 
nozzle that generates a single jet as shown in Fig. 4-top. 
A non-laminar nozzle is used in preference to a laminar 
one because it generates more high-frequency content on 
the screen, to which human touch is highly sensitive [34]. 
Pressure is increased for a short duration (0.5 s) to create 
an explosion at the rocket’s apex. Three nozzles are used 
simultaneously to represent multiple ascending rockets. 
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Figure 4: Illustration for three diferent tactile efects for 
freworks. At left, image of the visual frework; at center, 
schematic of the corresponding nozzle; at right, the spray 
pattern. 

Crackle efect 
A crackle frework is a cloud of light fashes accompanied 
by a crackling sound. The tactile efect is produced using 
a nozzle that generates 17 narrow water jets as shown in 
Fig. 4-middle. The pan-tilt unit jitters the nozzle, creating 
many small drops on impact with the screen, to generate a 
tactile and spatially-distributed equivalent to visual crackle. 

Flower efect 
A fower frework is an explosion into a radially-expanding 
bloom of points of light as shown in Fig. 4-bottom. A frst 
intuition for creating this efect might be to use multiple 
nozzles, but that clearly becomes prohibitive in the number 
of nozzles. Instead, our novel design is based on a silicone 
membrane with a set of apertures at its center, as shown 
in Fig. 5. Under increasing water pressure the membrane 
bulges and this causes a radial divergence of the apertures 
and water jets, with the corresponding radial tactile efect on 
the screen. Thus, a dynamic and controllable spray pattern 
is achieved using a single nozzle with pressure variation, 
without the need for additional actuators. 

(b) (c) (d) (e)

(a)

Silicone membraneDome

Apertures

Inlet Frame

Water jetsCircular opening

Figure 5: Flower frework nozzle. (a): annotated schematic 
cross-sectional view of nozzle. (b-e): sequence showing the 
deformation of the silicone membrane. (b): silicone mem-
brane is fat in rest confguration. (c): at pc , the membrane 
comes into contact with the dome. (d-e): further increasing 
the pressure causes the membrane to bulge through the cir-
cular opening and the water jets to diverge. 

The approach is shown in detail in Fig. 5. A silicone mem-
brane is enclosed by a rigid dome with a circular opening. 
There are three phases in use: 

• Below a critical water pressure pc , the silicone mem-
brane is not yet in contact with the dome. The cur-
vature of the membrane is low. The apertures in the 
silicone membrane are angled inwards towards the 
centre axis of the nozzle as shown in Fig. 5b so that the 
water jets converge—this has the efect of generating 
a single jet which passes through the dome’s circular 
opening. 

• At pc , the membrane is in contact with the dome. The 
curvature of the membrane surface is still small at 
pc , and the individual water jets are still generating a 
single jet. 

• Above pc , the membrane is pushed into the dome’s cir-
cular opening—the surface curvature increases rapidly 
and the apertures in the membrane, hence also the 
water jets, diverge radially. 

The rigid parts of the nozzle are 3D-printed, and the sil-
icone membrane is moulded using DragonSkin 30 silicone 
(Smooth-On, Inc). The behaviour of the membrane was tuned 
by varying the following parameters: membrane thickness, 
aperture size and spacing, and convergence of apertures. 
Best values were found empirically, as follows: membrane 
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thickness of 2.0 mm with 18 apertures of diameter 0.4 mm, 
spacing 0.8 mm, angled such that the beams at rest converge 
to a point 20 mm above the membrane surface. 

Specification of the tactile efects 
Here we report the size of the diferent efects on the screen, 
as well as the delay between switching the valve and the 
efect being felt on the screen. 

• Rocket: 6 mm diameter; 100 ms switching time 
• Flower: 20-600 mm diameter (continuously variable); 
400 ms switching time 

• Crackle: 400 mm diameter; 100 ms switching time 

The resolution of the pan-tilt nozzles in screen space is 
5.5 mm, which is similar to the size of the rocket frework. 
In our implementation, we consider predefned frework se-
quences. Hence, the nozzle switching times can be compen-
sated for. For all the efects, the maximum velocity of the 
water jet on the screen is 4.7 m/s. The nozzles produce au-
dible drumming sounds on the screen, which we found to 
add to the frework experience. However, additional audio 
efects could also be added if required. 

5 USER EVALUATIONS 

Three types of evaluation were carried out: a focus group 
was formed early in the project to obtain timely input from 
the BLV community; a user study was carried out on the fnal 
prototype with BLV users to assess the experience; and a user 
study was carried out on the fnal prototype with sighted 
users to assess how well the tactile freworks represent visual 
efects. 

Focus group with BLV users 
A focus group was formed with three members of the BLV 
community including representatives from a national BLV as-
sociation (two participants blind, one participant low-vision, 
all males aged 30–50). Two multi-hour sessions were held: an 
initial session with the frst working version of the system, 
and a second session with the fnished version. 
In the frst session, participants were presented with the 

concept of Feeling Fireworks and allowed to interact with 
the device and experience some basic tactile efects. This 
was followed by an open discussion session in which the 
group provided feedback and comments about the device 
plus general comments about accessibility technology. 
Key non-technical discussion points included the follow-

ing. Aesthetic experience: Many interesting developments are 
happening in functional technology for the BLV commu-
nity [1, 8, 53, 54] but the idea of making a novel aesthetic 
experience is less common and was viewed positively. In-
clusivity: The focus group were explicit that an inclusive 

experience should be something that is shared by all soci-
ety, rather than a separated experience for a specifc group. 
This marks a positive aspect of Feeling Fireworks which is 
designed for all users, both BLV and sighted. 

Specifc points were raised during the discussion that led 
to design changes for Feeling Fireworks. With the initial 
prototype, spatially local and fast-moving efects were some-
times difcult to localize. Once localized, however, partic-
ipants did not have problems following rockets across the 
screen. This led to the incorporation of a tactile home point 
on the screen, to guide the users hands to the frework ef-
fects. The feedback of the frst focus group session was also 
incorporated in defning parameters for diferent freworks 
such as speed, duration and nozzle size. 
One item that arose during the discussions is the role of 

prior knowledge when interacting with Feeling Fireworks. 
We expect this to be of particular importance in the absence 
of vision. On the one hand, if a user has detailed prior knowl-
edge about the diferent tactile freworks and what they 
represent then they would be expected to show increased 
performance with regards to identifying diferent frework 
efects and following a complex frework show. On the other 
hand, the elements of exploration and discovery which arise 
from interactions with a display that the user has little prior 
knowledge of could contribute to the enjoyment of the over-
all experience. It became clear that this is something which 
designers should be aware of if a device such as Feeling 
Fireworks was to be deployed in a public space. 
A distinction arose between two types of interaction. In 

global full-screen mode, tactile freworks are presented on a 
large area of the screen, requiring active-touch interaction 
by the user. For local center-screen mode, the user’s hands are 
placed statically at a central position and the tactile efects 
are confned to that area, for a passive-touch interaction. 
There was no clear preference of one interaction modality 
over the other, but participants noted a clear diference in the 
perceived experience. Global efects were perceived as a more 
active and exploratory experience, whereas local efects were 
perceived as more passive and possibly a closer analog to the 
passive experience of watching a frework show. Somewhat 
surprisingly, participants also described local efects as more 
fatiguing than global efects. It seems that placing the hands 
statically on a vertical surface is not a common pose, while 
the movements involved in the active exploration allows for 
diferent muscles to be used and is less fatiguing. 

We also observed in the focus group that trying to combine 
efects from even a relatively modest number of nozzles 
causes the tactile efects to become noisy and difcult to 
follow. For example, participants sometimes found it difcult 
to follow rockets which were superimposed over crackling 
to create a compound efect. This is also supported by the 
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results in the user study—see the next section and the results 
for the compound frework 7 in the confusion matrix. 
A key fnding from the focus group sessions was the im-

portance of a shared and inclusive experience. Participants 
explained that communities with accessibility needs do not 
like to feel that they are being separated out from others for 
a distinct experience but would like to be part of a common 
experience. We take the implication of this to be that the 
tactile freworks should be analogous to the visual freworks 
in the sky, for a shared experience. We test this with a user 
study with sighted users, below. 

User study with BLV users 
A user study was carried out on the fnal prototype with 14 
BLV users (age range 20–45, mean age 33, one third of users 
female). Users experienced Feeling Fireworks, trying the fve 
tactile frework efects that had proved most successful dur-
ing development (Table 1: 1, 2, 5, 9, 10). This user study was 
concerned with evaluating the perceived frework efects as 
well as the overall experience. The study was carried out 
outside a lab environment (exhibition space at a conference), 
thereby providing a more realistic interaction scenario for a 
frework show. Users were free to interact and discuss with 
the researchers before and after taking part in the study. 
The conference, ATIA 2018, is a general accesibility confer-
ence but with signifcant BLV presence. Attendees include 
accessibility service providers and educators, as well as a 
large amount of lay-people who use accessibility technol-
ogy. Feedback was obtained from attendees across all these 
groups. After the interaction, participants completed a ques-
tionnaire consisting of 4 Likert-scale questions, and were 
also asked to comment on their overall experience of Feel-
ing Fireworks. An optional question, which all users chose 
to answer, was whether the user was blind or low-vision 
from birth (in which case the user has no or reduced visual 
frame of reference for the experience) or from later in life 
(in which case there has been an earlier full experience of 
visual freworks). 

Results. Out of the 14 BLV participants, 2 reported they were 
blind from birth, 7 reported they were blind from later in life, 
1 reported they were low-vision from birth and 4 reported 
they were low-vision from later in life. 
The results from the questionnaire are summarized in 

Fig. 6. It can be seen that BLV users enjoyed the experience, 
with 40 % agreeing strongly with the statement ‘I enjoyed 
interacting with the tactile frework display’ and no users 
disagreeing with the statement. It can be seen that the tactile 
efects were generally easy to diferentiate, and also that the 
experience did correspond to user expectations for a tactile 
representation of freworks. 

The tactile effects on the screen
felt to me like fireworks

Responses to overall experience
median: 5; mean: 4.3

median: 5; mean: 4.7

median: 4; mean: 3.6

I enjoyed interacting with the
tactile firework display

It was easy to feel the difference
between the tactile effects

3: neither agree nor disagree1: strongly disagree 2: disagree
4: agree 5: strongly agree

100%0%−100%

median: 3; mean: 3.3How would you rate the
strength of the tactile effects?

100%0%−100%
1: too weak 2: weak 3: good 4: strong 5: too strong

Figure 6: BLV user responses on fnal prototype. 

Overall, participants’ qualitative responses were very posi-
tive, with quotes including: “Potential is enormous. Fantastic 
approach.”, “Unexpectedly good—a lot of people promise 
good haptics for BLV community but fall short. Feeling Fire-
works lives up to its promise, it is precise, and has sound. it 
would be very cool to pair it with real frework sounds.” 

Comments from participants who were blind from birth 
include “First time to get the feeling of what’s happening 
in the sky. Fountain—awesome, frst time had a feeling of 
that is what is a fountain.”, “My mom always told me about 
freworks but now I understand it.” and “Now I know why 
people like freworks.” Two participants who were blind 
from later in life independently suggested that this would 
be particularly valuable for users who are blind from birth 
and have never experienced freworks. 

Participants also provided constructive suggestions for the 
design of Feeling Fireworks. It was suggested to not use latex 
due to allergy reasons. Several participants suggested that 
the water temperature could be varied for diferent efects. 
Some participants found the upward motion of the rocket 
difcult to follow, and suggested it could be slowed down. 
Participants also suggested that more diferent jets could 
be added for greater variation. Participants commented on 
how the device could also have other uses beyond freworks, 
without providing concrete examples. 

This study was conducted in person by the researchers 
who developed Feeling Fireworks, and it is possible that 
this could lead to some bias in the participants’ responses. 
However, we believe that the benefts of conducting this 
study in person and in a conference environment outweigh 
this efect, through being able to answer questions from 
participants in great depth and also gaining new insights. 
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Table 1: List of frework efects. Each efect was avail-
able in the user study as a visual clip, as a full-screen 
tactile efect, and as a center-screen tactile efect. The 
symbol ‘→’ indicates a sequence, with one efect end-
ing and another efect beginning. The symbol ‘+’ indi-
cates superimposed efects. 

Description 

1 Ascending rocket → explosion 
2 Sequential ascending rockets 
3 Ascending diverging rockets → explosions 
4 Sequential ascending diverging rockets 
5 Ascending rocket → fower 
6 Ascending rocket → descending fower in willow 
7 Ascending rocket → explosion → crackle 
8 Sequential ascending diverging rockets + crackle 
9 Ascending rocket → explosion → 3 diverging rockets 
10 Pinwheel with three jets moving circularly 

User study with sighted users 
A user study was carried out with sighted users to test 
whether the tactile efects were meaningful analogs for the 
corresponding visual freworks. For this study, projection 
of visual freworks on the screen was disabled. Participants 
were presented with a tactile frework, and asked to identify 
which frework it represented from a set of video clips. 

The objective of this study is to quantify to what extent 
the visual freworks and tactile freworks are meaningful 
analogs—this is important as our goal is that BLV users ex-
periencing the tactile freworks should have a similar expe-
rience to friends and family experiencing visual freworks. 
This therefore necessitates a study with sighted participants. 
Moreover, for going beyond the application of freworks for 
BLV users it is relevant to understand how sighted partici-
pants perceive the efects. 

The procedure was carried out in global full-screen mode 
and local center-screen mode as described in the previous 
section. After the study, participants were asked to complete 
a questionnaire. 

Table 1 is the list of frework efects that were evaluated in 
the user study. The duration of the individual efects ranged 
from 5 s (efect 1) to 15 s (efect 6). Corresponding to each 
efect, there was one video clip, one full-screen tactile efect, 
and one center-screen tactile efect. 

Procedure. Eighteen participants (seventeen male, mean age 
29) took part in the study. Although it is possible that the 
uneven gender distribution may introduce unwanted bias, 
we consider this to be unlikely. The experimental procedure 
and the distinction between full-screen and center-screen 
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Figure 7: Confusion matrix from user study. The strong diag-
onal indicates that the tactile efects are meaningful analogs 
to visual efects. A small number of freworks were confuse 
with each other, indicating that the tactile efects were too 
similar to discriminate. 

tactile efects were explained. Participants were shown video 
clips of the ten freworks in Table 1, and the clips were kept 
looping on a screen for reference throughout the study. The 
clips can be seen in the accompanying video. 

The ordering of the full-screen and center-screen test was 
balanced across the participants. Users were told that the 
efects were full-screen/center-screen and were presented 
with the set of full-screen/center-screen tactile freworks in 
random order, and asked to assign each to one of the video 
clips. Participants were able to explore the tactile efects for 
as long as desired before labeling the tactile-to-visual corre-
spondence. The time taken for each response was recorded. 

Results. The recognition results from the full-screen and 
center-screen tests are combined to generate the confusion 
matrix shown in Fig. 7. As indicated by the strong diagonal, 
performance is good, with 66 % of freworks being correctly 
identifed, versus 10 % by chance. This corresponds to a Co-
hen’s kappa of 0.62, which indicates a substantial strength of 
agreement [32]. A small number of freworks were misclas-
sifed frequently, indicating that the tactile efects were too 
similar to discriminate. Efects 5, 6 and 7 were confused and 
all involve a single rocket combined with the fower or crack-
ling nozzle. Efects 4 and 8 were confused and both involve 
a sequence of rockets with the diference being background 
crackling. 

There was no signifcant diference in recognition perfor-
mance between full-screen and center-screen tactile efects. 
On average, participants spent just under 30 s per frework. 
There was a small increase in recognition performance (64 % 
to 67 %), and a decrease in taken time (32 s to 24 s), for a user 
taking the frst test and second test in the study, as expected 
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How would you rate the
strength of the tactile effects?

1: too weak 2: weak 3: good 4: strong 5: too strong

median: 3; mean: 3.0

100%0%−100%

It was easy to say which real
firework each tactile effect

resembled

It was easy to feel the difference
between the tactile effects

I enjoyed interacting with the
tactile firework display

The tactile firework effects
resembled real fireworks

3: neither agree nor disagree1: strongly disagree
4: agree

2: disagree
5: strongly agree

median: 4; mean: 3.7

median: 5; mean: 4.5

median: 4; mean: 3.6

median: 4; mean: 3.8

100%0%−100%

Responses to overall experience

Local center-screen
Global full-screen

What kind of touch did you prefer? 

100%0%

Figure 8: Sighted users’ responses on overall experience, 
strength of tactile efects, and interaction modality. 

due to familiarity. A t-test showed that this efect is signif-
cant, t(314) = 4.2, p < 0.001. Participants took signifcantly 
more time to label full-screen efects versus center-screen 
efects (30 s versus 27 s), t(358) = 2.8, p = 0.006. 

Qestionnaire. Participants were asked four questions about 
the interaction, and responses were recorded on a 5-point 
Likert scale. Participants were also asked if they preferred 
full-screen or center-screen freworks, and about the strength 
of the frework efects. Results are presented in Fig. 8. 

A summary is that the participant experience was positive 
with the enjoyment question receiving a high rating. Most 
participants perceived the tactile efects as resembling their 
corresponding visual freworks. The majority of participants 
preferred full-screen efects, and the tactile strength of the 
efects was at an appropriate level. 
The results from the BLV user study (Fig. 6) can be com-

pared with those from the study with sighted users (Fig. 8)— 
overall the responses were similar. With regards to the strength 
of the efects, a higher proportion of the sighted users la-
belled the efects as ‘weak’ whereas the majority of BLV 
users labelled them ‘good’ or ‘strong’. A small number of 
sighted users disagreed or strongly disagreed with the state-
ment ‘it was easy to feel the diference between the tactile 
efects’ while no BLV users disagreed with this statement. 
(The comparison is not direct because the sighted users tried 
10 tactile freworks, and the BLV users tried the fve most 
successful tactile freworks only). 

We take the positive response to the statements ‘the tactile 
efects on the screen felt to me like real freworks’ and ‘it 
was easy to feel the diference between the tactile efects’ 
(in both user studies, Fig. 6 and Fig. 8), plus the quantitative 
results in Fig. 7, as indication that Feeling Fireworks provides 
a meaningful frework experience. 

6 DISCUSSION 

The goal of the work has been to provide a new and inclusive 
way for the BLV community to sample a frework show. 
Fundamental to making this a meaningful experience is that 
there is a genuine correspondence between a visual frework 
efect and its corresponding tactile efect, and a user study 
with sighted users indicated that this is the case. Moreover, 
both sighted and BLV users described Feeling Fireworks as 
an enjoyable experience. 

Extensions: The current system allows user selection of in-
dividual freworks. A further goal is to synchronise the ef-
fects with a live frework show, which is a feasible step for 
large frework shows that are pre-scripted and computer-
controlled. User interaction on the screen is currently con-
fned to button press but more complex and expressive inter-
actions can also be achieved with a soft screen [47]. 

Insights about the tactile interface: Our tactile freworks were 
designed by mapping the spatio-temporal patterns a user 
would see in the sky to the tactile screen. Global full-screen 
and local center-screen frework efects require diferent in-
teraction modes—active-touch and passive-touch respectively— 
but our results show that users had similar performance in 
the two, with roughly two thirds of users preferring the 
global interaction mode. Although the performance was sim-
ilar, participants commented on the diferent experience pro-
vided by the two modalities. The global efects were seen 
as more exploratory, but users would occasionally miss fre-
works. The local efects were compared to watching a video. 
In a real-world scenario, users might choose either inter-
action modality or could be guided towards a particular 
modality—this must be kept in mind when designing the 
interaction experience. 

Limitations: The haptic screen design presented here is well 
suited for large screens, and could readily be scaled up to 
wall-sized displays and full-body interaction. However, it is 
less suited for smaller screens and smaller devices such as 
handhelds or wearables. Moreover, while the water jets allow 
for very strong and dynamic tactile efects to be created, as 
is required for freworks, diferent nozzle designs would be 
required for producing very subtle and soft efects. 

One limitation we observed is that when multiple efects 
are combined on the screen, the sense of touch quickly be-
comes saturated and it is difcult to perceive the details of 
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the individual efects. This is a limitation of the tactile per-
ception modality, but should be kept in mind when designing 
tactile efects for this device and more generally when going 
from vision to touch. A targeted psychophysical evaluation 
of the display, with the goal of better understanding the 
tactile channel, would be an interesting avenue for future 
work. 

We require the user to be in contact with the screen in 
order to produce tactile efects, unlike some recent technolo-
gies e.g. using ultrasound for tactile stimulation without 
contact [6]. However, this afords more active interactions 
(the user must touch the screen) and we believe it is therefore 
well-suited for our application. 

Generality and broader applications: The technology pre-
sented here provides large-screen dynamic tactile efects, 
which can be either localized (rockets) or distributed over a 
large area (fowers, explosions). The experience is aesthetic 
as demonstrated through the good correspondence between 
tactile and visual freworks. This shows potential for broader 
applications. 

The work of Kim et al. [28] is inspirational on educational 
possibilities for a tactile screen, such as conveying concepts 
like height, speed and divergence. 

The use of balloons by deaf people to feel music [36] sug-
gests that a tactile-visual screen might provide a platform 
for a tactile-visual musical experience, a related technology 
being the Sound Shirt [19]. 
One could envisage a tabletop real-time strategy game 

(the technology would also work with a horizontal screen) 
using the device as a large soft touch screen. The water jets 
could be used to produce strong and localized haptic efects, 
e.g. for explosions or casting spells. This could also have 
applications in exergaming [9], i.e. electronic games where 
the users are required to excert themselves physically. 

With its combination of tactile, visual and auditory stimuli, 
the device also presents interesting opportunities for new 
multi-modal interaction techniques, and could for example 
also be well suited for sensory rooms. 

Combining the input and output modalities of the device, 
another possible application would be remote social touch 
[52] between two users with identical hardware setups. The 
strength and fast dynamics of the display would be a clear 
advantage, enabling more compelling and immersive experi-
ences. 

7 CONCLUSION 

This work has presented a novel design of tactile screen that 
supports fast dynamic tactile efects at high spatial resolution, 
is scalable, and low-cost. The approach was demonstrated in 
Feeling Fireworks, an application that provides an extra di-
mension to a frework show for BLV users. A user study with 

sighted users demonstrated that the tactile frework efects 
are meaningful analogs to visual frework efects. Both with 
BLV and sighted users, the user studies show that Feeling 
Fireworks is both enjoyable and informative, thereby making 
it successful as an inclusive frework experience that can be 
shared by all. 
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